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#### Abstract

Various techniques based on code similarity measurement have been proposed to detect bugs. Essentially, the code fragment can be regarded as a kind of graph. Performing code graph similarity comparison to identify the potential bugs is a natural choice. However, the logic of a bug often involves only a few statements in the code fragment, while others are bug-irrelevant. They can be considered as a kind of noise, and can heavily interfere with the code similarity measurement. In theory, performing optimal vertex matching can address the problem well, but the task is NP-complete and cannot be applied to a large-scale code base. In this paper, we propose a two-phase strategy to accelerate code graph vertex matching for detecting bugs. In the first phase, a vertex matching embedding model is trained and used to rapidly filter a limited number of candidate code graphs from the target code base, which are likely to have a high vertex matching degree with the seed, i.e., the known buggy code. As a result, the number of code graphs needed to be further analyzed is dramatically reduced. In the second phase, a high-order similarity embedding model based on graph convolutional neural network is built to efficiently get the approximately optimal vertex matching between the seed and candidates. On this basis, the code graph similarity is calculated to identify the potential buggy code. The proposed method is applied to five open source projects. In total, 31 unknown bugs were successfully detected and confirmed by developers. Comparative experiments demonstrate that our method can effectively mitigate the noise problem, and


[^0]the detection efficiency can be improved dozens of times with the two-phase strategy.
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## 1 INTRODUCTION

In recent years, bug detection techniques based on code similarity measurement have proven to be very effective [16, 21, 22, 31, 47-52]. Such approaches match a code fragment, e.g., a function containing known bug (seed) with the target ones to detect the suspects that are similar to it. The detected fragments are likely to contain unknown bugs same as the seed.

The code fragments are essentially a kind of graph and can be naturally represented as various code graphs, such as CFGs (Control Flow Graphs) and PDGs (Program Dependency Graphs), etc. In fact, some recent studies have employed the graph embedding technique to analyze programs [13, 14, 19, 22, 31, 37, 44, 48, 51], and detect bugs based on code graph similarity comparison [22, 31, 48, 51].

However, in practice, the logic of a bug often involves only a few statements in the code fragment, while others are bug-irrelevant and can be considered noise. As shown in Fig. 1a, if we encode the whole code graph as one vector, the information of the noise code will also be encoded into the vector. As a result, the code similarity measurement task will be heavily interfered with by the irrelevant
statements and lead to false positives and false negatives. A natural way to address the noise problem is to remove the noise vertices before embedding and matching. Actually, we can remove the noise from the seed graph because the bug-related statements are often definite and can be identified. For example, in some studies [47, 52], the noise in the seed function are excluded by applying the slicing technique. Unfortunately, we cannot assume there is a specific bug in the target code and mark the related statements to exclude noise in advance. In other words, it is unavoidable that there is still noise in the target code when comparing them with seed. As shown in Fig. 1b, the similarity measurement is still interfered with when only excluding the noise from the seed.

Essentially, the noise problem can be effectively addressed via optimal vertex matching. Namely, if the vertices are optimally paired one by one, the vertices corresponding to the sliced seed can be located and recognized from the target code. The code similarity can be precisely measured based on the paired vertices. As shown in Fig. 1c, the graph similarity can be measured on the vertices of interest, i.e., the bug-related vertices in the seed and their counterparts in the target graph. As a result, the noise vertices are excluded and the obtained similarity is reasonable.

Unfortunately, optimal vertex matching will bring great time overhead. To catch the graph structure information, optimal vertex matching needs to take into account both the first-order and second-order (or even higher-order) similarity between vertices from separate graphs. The obtained matching should maximize the similarity between the matched vertices. Due to its high-order combinatorial nature, the task is in general NP-complete [25, 46, 53]. In practice, it is often necessary to match the seed with hundreds of thousands of targets, and the total time cost is unacceptable.

Based on the above discussion, an important question arises as how to accelerate optimal vertex matching for measuring the code graph similarity scalably. In this paper, we design a two-phase method to address the efficiency challenge while suppressing the influence of noise. As illustrated in Fig. 2, we first quickly identify a limited number of candidates with a vertex-matching-oriented embedding model. Subsequently, high-order similarity information between candidates and seed is extracted with a graph convolutional network model, and then be used to get an approximately but accurate enough optimal vertex matching. Consequently, we can efficiently measure the code graph similarity and avoid solving an NP-complete task directly.

Specifically, in the first phase, we train a vertex-matching-oriented embedding model (VME) to encode code graphs to vectors, which can be used to quickly estimate the vertex matching degree between two graphs. With VME, the seed graph and each target graph are embedded into low dimensional dense vectors. The matching scores among them are calculated as cosine similarity on vectors. The target graphs with high matching scores are selected as candidates for further analysis in the next phase. They are likely to have a high vertex matching degree with the seed. In this way, we can exclude most of unmatched target graphs before performing optimal vertex matching.

In the second phase, a graph convolutional neural network, called high-order similarity embedding model (HSE), is built to further speed up vertex matching. Instead of directly seeking an optimal vertex matching for the seed and a candidate, we first input them
into HSE to get a high-order affinity matrix. The high-order similarity among vertices can be directly encoded into the matrix with graph convolution layers to avoid combination explosion. From it, Hungarian algorithm [29] is employed to get an approximately optimal vertex matching. The similarity between the seed and candidate is computed by averaging the vector similarity of their matched vertex pairs. Finally, the candidates ranked high similarity will be audited to determine whether there is a bug.

We evaluate our method on five open source projects: OpenSC, SQLite, mruby, ImageMagick, and gpac. We successfully detect 31 unknown bugs, which have been confirmed by their developers. The comparison experiment shows that, our approach can get the best results in 25 ( $80.6 \%$ ) detected bugs compared with the other methods. At the same time, the two-phase strategy can dramatically reduce the time by $94 \%$, completing one query in the five projects only need 18 seconds on the average.

The contributions of this paper are as follows:

- We propose a bug detection method based on code graph similarity measurement. The influence of the noise code can be effectively suppressed by optimal vertex matching to reduce the false positives and false negatives.
- We design a two-phase strategy to accelerate optimal vertex matching to avoid solving an NP-complete problem. Two embedding models are designed to get an approximately but accurate enough optimal vertex matching. As a result, our method can be applied to large-scale code base.
- We detected 31 confirmed unknown bugs in five real-world projects with the proposed method. The comparison experiment shows that many of them are difficult to be detected with other similar methods.


## 2 MOTIVATING EXAMPLE

Taking a confirmed bug in gpac to motivate our technique of optimal vertex matching based code similarity measurement for bug detection. Fig. 3a involves a known bug [2]. In the function adts_dmx_process, a crafted file may cause ctx->hdr.frame_size to be smaller than ctx->hdr. hdr_size, resulting in size to be a negative number and a heap overflow in memcpy (). Fig. 3b includes the same bug, in which, buf_len can be negative.

While both functions contain hundreds of lines of code, the core logic involves only a few statements. If we represent the code snippets as graphs in which each vertex relates to one statement, there are only a few bug-related vertices in each graph and all the others are bug-irrelevant. In other words, most of the vertices can be regarded as noise in a code similarity measurement based bug detection method.

Leveraging graph embedding techniques to encode each graph to a vector and measuring the similarity between vectors will be inevitably interfered by the noise vertices. The potential bug can be difficult to identify. Our experiment shows that such a scheme ranks Fig. 3b the 212th using Fig. 3a as the seed. Note that removing the noise from the seed cannot make the situation much better. The buggy m2psdmx_process is ranked the 5031st, hardly to be noticed by an analyst in manual auditing.

A natural way is to match the bug-related statements (vertices) in the seed exactly to the ones in Fig. 3b, i.e., adopting an optimal


Figure 1: A toy example to motivate our approach. Removing noise from the seed is called sanitizing.


Figure 2: Two-phase bug detection method based on vertex matching.
vertex matching scheme. We propose to sanitize the seed graph, embed the vertices via a graph convolution network and adopt an attention mechanism to suppress the noise interference in the target graph. Our approach ranks Fig. 3b as the twelfth candidate to Fig. 3a. We report the bug to the developers and get it confirmed.

It is notable that, in a large-scale bug detection scenario, optimal vertex matching is extremely expensive. To address the challenge, we propose a two-phase retrieval method, which quickly filters the targets and leaves only a small number of candidates for optimal vertex matching. The efficiency can be significantly improved. More details will be presented in Section 3.

## 3 OUR APPROACH

We propose to detect bug by measuring the similarity between the buggy function (seed) and the other functions (targets) in a code base. The approach first generates the code graphs for the functions and adopts BERT [20] to initialize the vertex vectors. After that, a two-phase method, involving candidate filtering and vertex matching, is performed on the vectors to detect bugs. Through a specially designed VME (Vertex-Matching-oriented Embedding model), the first phase can dramatically reduce the number of candidates that are left for vertex matching. In the second phase, we present HSE (High-order Similarity Embedding model) to encode the high-order similarity among vertices between a candidate and

```
//file: src/filters/reframe_adts.c in gpac
GF_Err adts_dmx_process(GF_Filter *filter)
{
    [...] // omit 187 lines
+ if (ctx->hdr.frame_size < ctx->hdr.hdr_size) {
+ GF_LOG(GF_LOG_WARNING, GF_LOG_PARSER, ("[ADTSDmx] Corrupted ADTS
            frame header, resyncing\n"));
    ctx->nb_frames = 0;
        goto drop_byte
+ + g
    [...] // omit 9 lines
    size = ctx->hdr.frame_size - ctx->hdr.hdr_size;
    [...] // omit 17 lines
    dst_pck = gf_filter_pck_new_alloc(ctx->opid, size, &output);
    [...] // omit 2 lines
    memcpy(output, sync + offset, size);
    [...] // omit 53 lines
7 }
```

(a) A known bug

```
//file: src/filters/dmx_mpegps.c in gpac
GF_Err m2psdmx_process(GF_Filter *filter)
{
[...] // omit 71 lines
- if((buf[buf_len-4] == 0) && (buf[buf_len-3] == 0) &&
        (buf[buf_len-2] == 1)) buf_len -= 4;
+ if ((buf_len>4) && (buf[buf_len - 4] == 0) && (buf[buf_len - 3] ==
        0) && (buf[buf_len - 2] == 1)) buf_len -= 4;
    [...] // omit 22 lines
    dst_pck = gf_filter_pck_new_alloc(st->opid, buf_len, &pck_data);
    dst_pck = gf-fater_pck_new_an);
    memcpy(pck_data, buf, buf_len);
    [...] // omit 21 lines
}
```

(b) A detected and confirmed bug

Figure 3: An motivating example in gpac.
the seed, and then obtain an approximately optimal vertex matching. The similarity values of the matched vertices are averaged to denote the similarity between the candidate and the seed. Highly ranked candidates will be manually audited. Below we will discuss the code graph preprocessing and the two phases in detail.

### 3.1 Code Graph Preprocessing

We develop a robust parser to process the source code. The statements are parsed to three-address-code intermediate statements as

|  | int main() \{ |
| :---: | :---: |
| 2 | int $\mathrm{x}, \mathrm{y}$; |
| 3 | scanf("\%d", \&x) ; |
| 4 | if ( $\mathrm{x}>0$ ) |
| 5 | $\mathrm{y}=\mathrm{x}-1 ;$ |
| 6 | else |
| 7 | $\mathrm{y}=0$; |
| 8 | printf("\%d\n", y) ; |
| 9 | return 0; |
| 10 \} |  |

(a) source code

(b) intermediate statements (c) tokens

Figure 4: An example of code graph preprocessing.
done in GCC. And we extract one code feature graph per function by combining its CFG and PDG. Note that, different with traditional CFG [12], each generated basic block corresponds to only one statement in the source code. Our intuition is that a basic block containing multiple statements will mix the features together and cause mutual interference. The PDG vertices are created by the same way. In other words, the intermediate statements of one source code statement form a vertex in the code feature graph. Identifier normalization, i.e., replacing variable names with their normalized types, is applied to the graph as well. Fig. 4(b) shows an example of normalized intermediate statements and the split of vertices (by source code lines). The code graph of the seed is further sanitized by removing the noise vertices with the knowledge of the bug and its corresponding patch, as done in [47, 52].

Treating each intermediate statement as a token and the token sequence of a function as a sentence, we employ the idea of the mask language model and leverage BERT [20] to train an embedding model. By this means, each token (i.e., an intermediate statement) can be embedded into a vector. If a vertex contains only one token, the vertex vector is exactly the token vector. Otherwise, we concatenate the tokens into a phrase and take the model to compute a vector for the vertex.

Take the function in Fig. 4(a) as example. Its intermediate representation is shown in Fig. 4(b). The corresponding sentence is composed of eight tokens, i.e., $t_{3(1)}, t_{3(2)}, t_{4}, \ldots, t_{9}$, where the subscripts indicate the original line numbers and the counters in parenthesis denote the indices of the intermediate statements corresponding to one source code statement. The vertex vectors for $t_{4}, \ldots, t_{9}$ are directly the token embeddings and the vertex vector for line 3 in Fig. 4(a) is the vector of the phrase " $t_{3(1)} t_{3(2)}$ ".

### 3.2 Phase 1: Candidate Filtering

We propose a vertex-matching-oriented embedding model (VME) in the first phase, which encodes the code graphs to vectors to support fast estimation of the vertex matching degree between two graphs. By this means, we can quickly filter the targets and leave only a limited number of candidates for further vertex matching.

The workflow of VME is shown in Fig. 5. One sanitized seed graph and a target graph are fed to the network. Each graph is encoded to a vector via an embedding module and a matching score between the two vectors is calculated. In the training stage, the matching score is used to guide the training. In the testing stage, it can indicate the estimated vertex matching degree.


Figure 5: Workflow of VME.
3.2.1 Vertex-Matching-Oriented Embedding. The embedding module consists of a multi-layer perceptron network with a gate structure. The gate structure transforms vertex representations via Eq. 1.

$$
\begin{equation*}
\boldsymbol{h}_{i}^{\prime}=\sigma\left(M L P\left(\boldsymbol{h}_{i}\right)\right) \odot M L P\left(\boldsymbol{h}_{i}\right) \tag{1}
\end{equation*}
$$

where $\sigma$ is the sigmoid function, $\boldsymbol{h}_{i}$ denotes the initial vector of the $i^{t h}$ vertex and $\boldsymbol{h}_{i}^{\prime}$ represents the transformed output. The symbol $\odot$ denotes the Hadamard product, i.e., multiplying the elements in the same positions of the two matrices one by one. Theoretically, when Hadamard product is used to weight each dimension of the vector with learnable weights, the model can learn which dimensions are important or less important. The importance will be reflected in corresponding weights. Experimental results also show that $\odot$ outperforms simple summation.
We use max pooling to aggregate the vertex vectors and generate the graph vector $\boldsymbol{g}$ with $d$ dimensions. Each dimension of $\boldsymbol{g}$ holds the maximum values of the same dimension of all $\boldsymbol{h}_{\boldsymbol{i}}^{\prime}$, as in Eq. 2.

$$
\begin{equation*}
\boldsymbol{g}[j]=\max \left(\boldsymbol{h}_{1}^{\prime}[j], \boldsymbol{h}_{2}^{\prime}[j], \ldots, \boldsymbol{h}_{n}^{\prime}[j]\right) \quad j=1,2, \ldots, d . \tag{2}
\end{equation*}
$$

To train a proper VME that can generate graph vectors to estimate optimal vertex matching between graphs, we build a series of quintets $\left\langle A C R, P O S, N E G, s_{1}, s_{2}\right\rangle$, each with three graphs and two labels. Given a graph $P O S$, which is randomly chosen from the code graphs in the target project, we generate a sub-graph $A C R$ from it. More specifically, $A C R$ is generated from POS by taking a random vertex of $P O S$ as the centre and including its $r$-hop neighbor vertices. Then we randomly sample another target graph as $N E G$. We have $s_{1}=1$, indicating the satisfaction of optimal vertex matching between $A C R$ and POS. The other label, $s_{2}$, is calculated via the Hungarian algorithm [29] to denote the optimal vertex matching degree between $A C R$ and $N E G$.

We employ a triple loss, as shown in Eq. 3, as the loss function, to strengthen the model's ability of identifying that $A C R$ and $P O S$ are a better matching.

$$
\begin{equation*}
L=\max \left(0, m s c\left(v_{a c r}, v_{p o s}\right)-m s c\left(v_{a c r}, v_{\text {neg }}\right)-\left(s_{1}-s_{2}\right)\right) \tag{3}
\end{equation*}
$$

where $m s c$ measures the matching score of two graph vectors.
In the traditional triplet loss function, there is a constant margin $\epsilon$, which can ensure that there is a gap between the positive sample and negative sample. In fact, $s_{1}-s_{2}$ is the margin in our loss function, but it is dynamic and specific for each sample. For a positive sample and a negative one, we can measure the gap in advance ( $s_{1}=1, s_{2}$ can be estimated through the Hungarian algorithm).
3.2.2 Matching Score Calculation. Instead of directly measuring the similarity between two graph vectors $s$ and $t$, we focus on only the dimensions which, in the seed vector, are greater than a certain threshold $T$. Those dimensions are extracted to form two new vectors that are used to calculate the matching score. Eq. 4 and

Eq. 5 show the construction of the new seed and target vectors. Eq. 6 calculates their cosine similarity as the corresponding matching score. The experiment shows that $T=0.02$ is a proper threshold.

$$
\begin{align*}
& \boldsymbol{s}^{\prime}=\bigcup_{s[i]>T} s[i]  \tag{4}\\
& \boldsymbol{t}^{\prime}=\bigcup_{s[i]>T} t[i]  \tag{5}\\
& m s c(\boldsymbol{s}, \boldsymbol{t})=\frac{\boldsymbol{s}^{\prime} \cdot \boldsymbol{t}^{\prime}}{\left\|\boldsymbol{s}^{\prime}\right\|\left\|\boldsymbol{t}^{\prime}\right\|} \tag{6}
\end{align*}
$$

where $\cup$ connects the satisfied dimensions and "." computes the dot product of two vectors.

In practice, we sort the candidates in a descending order and retain only the top $K 1$ for a fine-grained optimal vertex matching. As a consequence, the filtering can dramatically reduce the number of candidates and thus significantly speed up the bug detection.
3.2.3 Example. We take Fig. 6 as an example to show that max pooling + dimension filtering behaves better than other techniques. Suppose the seed graph contains two vertices and the candidate contains four, with two the same as the seed and two noise nodes. Here, we assume that $T$ is set to 0 , i.e., to filter negative values.

Note that, for a seed vector $s$ and a target vector $t$, we find out which dimensions in $s$ are smaller than the threshold $T$. These dimensions will be deleted from $s$, and the remaining dimensions form a new vector $s^{\prime}$. For $t$, we also delete the counterparts to get $t^{\prime}$, no matter whether the dimensions are smaller than the threshold $T$ or not. For example, in Fig. 6, although 0.15 and 0.6 in $t$ are greater than 0 , they should be filtered out as the corresponding dimension in $s$ is deleted.

Mean pooling along with direct similarity measurement produces a similarity of 0.641 . Applying the same dimension filtering policy, the similarity is 0.903 . Max pooling, in contrast, emits a similarity of 0.599 , but the combination of max pooling and dimension filtering brings the similarity to 1.0 .

Although mean pooling is commonly used in graph embedding models, we find it will completely mix the vertex information and every dimension in the candidate vector can be affected by the noise vertices. Max pooling keeps the dominant feature of each dimension, but it also leaves the noise features in the resulting vector and makes even lower similarity. Filtering the dimensions based on the seed actually highlights the important dimensions and reduces the impact of the seed-independent noise as far as possible. In the above example, the filtering can significantly lift the similarity and thus rank the candidate sufficiently high for nextphase analysis. Among the four methods, we can see that filtering plus max pooling achieves the best result, which has also been demonstrated in our preliminary experiment.

### 3.3 Phase 2: Vertex Matching

The second phase performs approximately optimal vertex matching to identify potential buggy candidates. To avoid combinational explosion resulting from directly solving the optimal vertex matching problem, we build a graph convolution neural network, named high-order similarity embedding model (HSE), to encode the highorder similarity among vertices into an affinity matrix. Hungarian


Figure 6: A demo example to show the effect of max pooling plus dimension filtering.
algorithm is then employed to pair the vertices approximately optimally from the matrix. Fig. 7 shows the above process. Based on the matching, the similarity between the seed and the candidate is computed. Candidates are ranked by their similarity scores and the highly ranked ones will be manually audited.
To ease further discussion, we use $V_{s}, E_{s}$, and $\mathrm{A}_{s}$ to represent the vertex set, edge set, and adjacency matrix of graph $s$, respectively.
3.3.1 High-Order Similarity Embedding. As shown in Fig. 7, HSE consists of a Siamese network, taking a seed graph and a candidate graph as inputs and employing attention mechanism to suppress the influence of noise during embedding. The network contains $K$ graph convolution layers, which can encode the structure information of graphs via a message passing mechanism, i.e., propagating vertex features from/to neighbors. It is notable that, because a candidate graph often contains noise vertices, we propose a different message passing scheme for it to suppress the noise propagation, compared to the mechanism in the seed graph. In fact, message passing in the candidate depends on the information from the seed. Therefore, below we first discuss the message passing scheme in the seed.

The message passing scheme in the seed graph is done as in [46]. In every iteration, the vertex feature, i.e., its vector, is aggregated from its adjacent vertices and the vertex itself. Eq. 7 averages the passed messages from the neighbors. Each neighborhood message is a transformation $\left(f_{m s g}\right)$ of the neighbor's feature $\boldsymbol{h}_{s j}^{(k-1)}$ in last layer. Eq. 8 passes the information of the vertex $i$ in last layer to itself via a transformation $f_{\text {self }}$. Both $f_{m s g}$ and $f_{\text {self }}$ are implemented as neural networks. Accumulating the messages, Eq. 9 updates the state of vertex $i$, where $f_{\text {aggr }}$ is an aggregation function. Note that, we use $\boldsymbol{h}_{s i}^{(k)}$ to indicate the feature vector of vertex $i$, layer $k$ in $s$, and $\boldsymbol{h}_{s i}^{(0)}$ is the initial feature vector generated by the BERT model, as mentioned in Section 3.1.

$$
\begin{align*}
\boldsymbol{m}_{s i}^{(k)} & =\frac{1}{\left|(i, j) \in E_{s}\right|} \sum_{j:(i, j) \in E_{s}} f_{m s g}\left(\boldsymbol{h}_{s j}^{(k-1)}\right)  \tag{7}\\
\boldsymbol{n}_{s i}^{(k)} & =f_{s e l f}\left(\boldsymbol{h}_{s i}^{(k-1)}\right)  \tag{8}\\
\boldsymbol{h}_{s i}^{(k)} & =f_{a g g r}\left(\boldsymbol{m}_{s i}^{(k)}, \boldsymbol{n}_{s i}^{(k)}\right) \tag{9}
\end{align*}
$$

Neighbor features in the seed graph are equally fused, as shown in Eq. 7. However, such a propagation scheme is not suitable for the candidate, in which the noise propagation should be suppressed.


Figure 7: The overview of the optimal vertex matching model. We use vertex $i$ in the candidate graph and vertex $j$ in the seed graph as examples to show the message passing scheme.

Take Fig. 8 as an example. Averaging fusion of $i$ 's neighbor features will inevitably induce the noise feature from $k$, probably making $i$ in the candidate and $j$ in the seed dissimilar. Therefore, the candidate requires a message passing scheme that can suppress the noise.


Figure 8: A toy example. The same grains indicate similar vertices and the arrows indicate the message passing. The thicker the arrow, the higher the attention weight.

To this end, we design the following message passing mechanism and leverage attention mechanism to pass messages from neighbor vertices in the candidate to every current vertex with a certain weight. First, for vertex $i$ in a candidate $t$, its most similar vertex $j$ in the seed graph is sought via Eq. 10.

$$
\begin{equation*}
j=\arg \max _{j \in V_{s}} \operatorname{sim}_{t i, s j}^{(k)} \tag{10}
\end{equation*}
$$

where $\operatorname{sim}_{t i, s j}^{(k)}$ indicates the cosine similarity of the feature vectors on layer $k$ between vertex $i$ in $t$ and vertex $j$ in $s$.

Second, for $i$ 's every neighbor vertex $n$, we search its most similar vertex among $j$ 's neighbors in the seed and record the similarity. The similarity is then normalized as Eq. 11 to represent the attention weights of message passing from the vertex to $i$.

$$
\begin{equation*}
\beta_{t i \leftarrow n}^{(k)}=\frac{\exp \left(\max _{j^{\prime}:\left(j, j^{\prime}\right) \in E_{s}}\left(\operatorname{sim}_{t n, s j^{\prime}}^{(k)}\right)\right.}{\sum_{i^{\prime}:\left(i, i^{\prime}\right) \in E_{t}} \exp \left(\max _{j^{\prime}:\left(j, j^{\prime}\right) \in E_{s}}\left(\operatorname{sim}_{t i^{\prime}, s j^{\prime}}^{(k)}\right)\right)} \tag{11}
\end{equation*}
$$

Finally, the neighbor vertices' features are fused based on their attention weights, as shown in Eq. 12.

$$
\begin{equation*}
\boldsymbol{m}_{t i}^{(k)}=\sum_{n:(i, n) \in E_{t}} \beta_{t i \leftarrow n}^{(k)} \times f_{m s g}\left(\boldsymbol{h}_{t n}^{(k)}\right) \tag{12}
\end{equation*}
$$

The above scheme guarantees that the noise propagation can be restrained as far as possible while the vertices possessing high
similarity with seed vertices will play an important role in message passing. For example, in Fig.8, the message from $k$ has negligible impact on $i$.
Aggregating the messages from other vertices and $i$ itself, we get an updated feature for $i$ using Eq. 13.

$$
\begin{equation*}
\boldsymbol{h}_{t i}^{(k)}=f_{a g g r}\left(\boldsymbol{m}_{t i}^{(k)}, \boldsymbol{n}_{t i}^{(k)}\right) \tag{13}
\end{equation*}
$$

where $\boldsymbol{n}_{t i}^{(k)}$ takes the same transformation as in Eq 8.
Based on the above techniques, the convolution layers encode each vertex in the seed graph and candidate graphs into vectors. Then, we model the high-order similarity among vertices using a vertex-vertex affinity matrix. The affinity between $j \in V_{s}$ and $i \in V_{t}$ is computed by Eq. 14.

$$
\begin{equation*}
\mathrm{S}_{j i}=f_{a f f}\left(\boldsymbol{h}_{s j}^{(K)}, \boldsymbol{h}_{t i}^{(K)}\right), \quad j \in V_{s}, i \in V_{t} \tag{14}
\end{equation*}
$$

where $K$ denotes the number of graph convolution layers, and S denotes the affinity matrix and we implement $f_{\text {aff }}$ as Eq. 15 [46].

$$
\begin{equation*}
\mathrm{S}_{j i}=\exp \left(\frac{\boldsymbol{h}_{s j}^{(K) \top} \mathbf{W} \boldsymbol{h}_{t i}^{(K)}}{\tau}\right), \tau>0 \tag{15}
\end{equation*}
$$

in which, $\mathbf{W}$ is a matrix of learnable parameters and $\tau$ is a hyper parameter. The smaller $\tau$ is, the more discriminative the affinity matrix is.
We further employ Sinkhorn algorithm [11] to normalize the matrix (Eq. 16) as done in [46] and eventually acquire a normalized affinity matrix $\mathbf{P}$.

$$
\begin{equation*}
\mathbf{P}=\operatorname{Sinkhorn}(\mathbf{S}) \tag{16}
\end{equation*}
$$

Using the ground truth vertex-vertex correspondence $\mathrm{P}^{g t}$ as the supervision, we train the model by minimizing the cross entropy loss between $\mathbf{P}$ and $\mathbf{P}^{g t}$, as done in Eq. 17 [46].

$$
\begin{equation*}
L=-\sum_{j \in V_{s}, i \in V_{t}}\left(\mathbf{P}_{j, i}^{g t} \log \mathbf{P}_{j, i}+\left(1-\mathbf{P}_{j, i}^{g t}\right) \log \left(1-\mathbf{P}_{j, i}\right)\right) \tag{17}
\end{equation*}
$$

We build the training samples as follows. Picking a variable in a statement, we take the corresponding vertex as the slicing criteria and then traverse all its $r$-hop neighbors from the PDG to obtain a sub-graph. The sub-graph $g_{s}$ and the whole graph $g_{w}$ is paired and the ground truth $\mathbf{P}_{g t}$ can be recorded during the slicing, making a training sample in a form of a triplet $\left\langle g_{s}, g_{w}, \mathbf{P}_{g t}\right\rangle$. In order to improve the robustness of our model, some random noise is added to the initial vertex feature vectors of $g_{s}$.

Table 1: The basic features of five comparative methods.

| Method Name | Noise in Seed | Matching Approach |
| :---: | :---: | :---: |
| GCN | preserved | Graph-level Matching |
| ReGCN | removed | Graph-level Matching |
| VGraph | preserved | Set Matching |
| PM | removed | Set Matching |
| HSE- | removed | Optimal Vertex Matching |

3.3.2 Similarity Measurement for Bug Detection. After the embedding model is trained, a normalized affinity matrix $\mathbf{P}$ is generated for a seed graph $s$ and a given candidate $t$. Hungarian algorithm [29] is then applied to get an approximately optimal vertex matching based on the matrix and a similarity is computed between $s$ and $t$. The similarity computation is done as Eq. 18, by averaging the similarity of the initial feature vectors between matched vertices.

$$
\begin{equation*}
\operatorname{sim}(s, t)=\frac{\sum_{j \in V_{s}} \operatorname{sim}_{t i_{j}, s j}^{(0)}}{N} \tag{18}
\end{equation*}
$$

where $N$ is the number of vertices in $s$. Note that a candidate graph with fewer vertices than the seed will be excluded in our model.

For a given seed graph, its similarity with all candidates will be measured and the candidates are ranked according to their similarity scores. Due to the extensive workload of code auditing, we choose only the top $K 2$ candidates (top 25 in our experiment) for manual inspection.

## 4 EVALUATION

### 4.1 Experimental Environment and Parameters

All experiments are carried out on a server with Ubuntu 18.04, 64G memory and two GeForce RTX 2080 Ti GPUs.

To demonstrate the effectiveness of our approach, we implement a prototype and evaluate it on five open-source projects, ImageMagick, gpac, OpenSC, mruby and SQLite. We train one VME and one HSE model by treating the five projects (34,129 functions) as a whole, to assess the efficiency of the two-phase approach.

We also perform a comparative analysis with five other similarity measurement based methods. Table 1 shows their basic features, including the seed noise suppression policies and the matching methods. The details of the five methods are as follows.

- GCN: measuring code similarity based on the whole-graph embedding extracted by a traditional graph convolution network implemented by us as in [22, 31, 48, 51]. We extend the training samples of HSE by adding a negative sample to each triplet and use it to train GCN with the triplet loss [41] adopted.
- ReGCN: same as GCN but refining the seed graph, i.e., removing the noise vertices.
- PM: leveraging patch information to match vulnerable candidates. We refer to the work [52] and [47], and reproduce the method therein. The work, based on bag of words model and TF-IDF algorithm [23], measures the similarity with both the vulnerable code slice and the patched code slice. We rank the targets by their similarity to the vulnerable code slice.
- VGraph [16]: converting the code graphs into a set of code property triplets and calculating the overlap ratio between a target triplet set and the positive triplets, context triplets and negative
triplets of a seed graph, respectively. We rank the targets by the sum of their similarity to the positive triplets and context triplets.
- HSE-: same as HSE but excluding the attention mechanism. Namely, the seed graph is sanitized and optimal vertex matching is employed.
All the above methods, plus our approach, are applied to the five projects. If not specified, we manually audit the top 25 reported by each method, i.e., $K 2=25$.

Below we discuss the hyper-parameter settings.
BERT. Most of the hyper-parameters in our BERT model take the default values of the bert-base model [20]. Limited by GPU capacity, use smaller hidden size (384) and max sequence length (256).
$V M E$. The dimension filtering threshold $T$ is 0.02 , as our empirical experiment achieves the best performance with this value.

HSE. Most of the hyper-parameters of the HSE model are the same as [46], except that, the FEATURE_CHANNEL is 384 to fit the output size of BERT.
$K 1$ and $K 2$. The number of candidates retained for further vertex matching, $K 1$, varies depending on the requirement of the detection rate. We set $K 1=1,000$ in our experiment and will further discuss its impact on the effectiveness and efficiency in Section 4.2.2. K2, the number of matched candidates for manual auditing, is fixed to 25 due to the burdensome task of code auditing.

### 4.2 Experiment Results

In this section, we discuss in detail the performance of our approach over two aspects, i.e., effectiveness and efficiency. Section 4.2 .1 will show how effective our approach can detect unknown bugs and Section 4.2 .2 will present the advantage of the filtering stage in accelerating the detection.


Figure 9: Recall rates with different $K 2$.
4.2.1 Effectiveness. Totally, we have detected 31 bugs that have been confirmed by the developers of the open-source projects. The seeds and the corresponding buggy functions are listed in Table 2. More details about the bugs can be found at [1, 3-9].

If a bug is within the top 25 reported by a method, we also check its ranking in the results by other methods. For example, the bug \#17 is ranked 14 th by HSE and 15th by HSE-, but exceeds the scope of top 25 for the other four methods. Note that, the bug \#30 ranks beyond 25 in all six methods, but in the VME+HSE scheme (i.e., filtering before optimal vertex matching, with $K 1=1000$ ), it ranks 17 th and gets noticed by us. Besides, to demonstrate the effectiveness of filtering, we list the rankings of the bugs in the candidate filtering phase, in the last column of Table 2 (VME).

There are some noticeable findings in the results.

Table 2: Experiment result. The symbol "-" means that the corresponding function cannot be identified due to a parsing failure.

| ID | Project | Seeds | Detected Buggy Functions | GCN | ReGCN | VGraph | PM | HSE- | HSE | VME |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ImageMagick-7.0.10-29 | WritePDFImage | WriteVIFFImage | 63 | 72 | 10 | 20 | 1 | 1 | 10 |
| 2 |  |  | WriteXWDImage | 173 | 244 | 19 | 66 | 1 | 1 | 33 |
| 3 |  |  | WriteBMPImage | 20 | 59 | 7 | 4 | 1 | 1 | 14 |
| 4 |  |  | WriteDIBImage | 47 | 11 | 16 | 40 | 1 | 1 | 11 |
| 5 |  |  | WriteMAPImage | 59 | 6 | 49 | 103 | 1 | 1 | 4 |
| 6 |  |  | WritePCLImage | 4 | 212 | 9 | 13 | 1 | 1 | 6 |
| 7 |  |  | WritePCXImage | 12 | 82 | 8 | 9 | 8 | 1 | 8 |
| 8 |  |  | WritePS2Image | 2 | 94 | 1 | 1 | 8 | 1 | 24 |
| 9 |  |  | SerializeImageIndexes | 79 | 10 | 139 | 152 | 1 | 1 | 1 |
| 10 |  |  | WritePALMImage | 8 | 155 | 24 | 38 | 11 | 11 | 42 |
| 11 |  |  | WritePICTImage | 247 | 439 | 18 | 23 | 12 | 12 | 67 |
| 12 |  | LevelPixel | GenerateDifferentialNoise | 1000 | 10 | 31 | 91 | 5 | 12 | 88 |
| 13 |  |  | ScaleResampleFilter | 6385 | 5 | 18 | 91 | 19 | 4 | 71 |
| 14 |  | RemoveDuplicateLayers | OptimizeLayerFrames | 540 | 5 | - | 61 | 1 | 1 | 2 |
| 15 | gpac-1.0.1 | HintFile | gf_sm_encode_od | 73 | 2 | 23 | 208 | 1 | 3 | 1 |
| 16 |  |  | gf_media_export_saf | 647 | 8 | 9 | 130 | 57 | 33 | 8 |
| 17 |  |  | gf_media_make_3gpp | 201 | 36 | 93 | 154 | 15 | 14 | 42 |
| 18 |  |  | gf_import_isomedia_track | 144 | 37 | 60 | 33 | 75 | 17 | 14 |
| 19 |  |  | gf_media_export_webvtt_metadata | 1430 | 157 | 1 | 3 | 62 | 12 | 17 |
| 20 |  |  | gf_export_isom_copy_track | 280 | 10 | 4 | 144 | 16 | 25 | 4 |
| 21 |  |  | UpdateODCommand | 390 | 4 | 1169 | 291 | 55 | 61 | 112 |
| 22 |  |  | gf_media_export_six | 647 | 24 | 3 | 8 | 33 | 26 | 16 |
| 23 |  | AV1_RewriteESDescriptorEx | VP9_RewriteESDescriptorEx | 1 | 3 | 1 | 9 | 1 | 1 | 1 |
| 24 |  | adts_dmx_process | m2psdmx_process | 212 | 5031 | 48 | 133 | 12 | 12 | 622 |
| 25 | OpenSC-0.19.0 | main @ src/tools/eidenv.c | main @ src/tools/netkey-tool.c | 14 | 22 | 11 | 14 | 154 | 6 | 11 |
| 26 |  |  | main @ src/tests/p15dump.c | 46 | 974 | 670 | - | 106 | 21 | 166 |
| 27 |  | sc_oberthur_read_file | sc_pkcs15_read_file | 3 | 17 | 8 | 3 | 12 | 2 | 1 |
| 28 | mruby-3.0.0- <br> preview | mrb_irep_free | codedump_recur | 146 | 16 | 3811 | 166 | 9 | 10 | 1 |
| 29 |  |  | lv_defined_p | 47 | 19 | 4532 | 166 | 5 | 7 | 2 |
| 30 |  |  | ipa_draw_polypolygon@ImageMagick | 4247 | 2359 | 4029 | 75 | 588 | 30 | 168 |
| 31 | sqlite-3.33.0 | fts5TriTokenize | fts5UnicodeTokenize | 1 | 1 | 1 | - | 1 | 1 | 1 |

First, the optimal vertex matching methods, i.e., HSE and HSE-, discover 27 out of the 31 bugs ( $87.1 \%$ ) with $K 2=25$. In contrast, under the same setting, the graph-level matching based methods (GCN and ReGCN) can report 22 bugs and the set matching based methods (PM and VGraph) reports 19, $16.1 \%$ and $25.8 \%$ fewer than our method.

Second, $25(80.6 \%)$ bugs get the highest rank by HSE and HSE-. In particular, $13(41.9 \%)$ of them are ranked top one. The higher the ranking, the easier to hit the bug during auditing. In other words, our method makes the bugs stand out to be discovered.

Third, the largest ranking is 61 for HSE and the second largest is only 33. That means, all the bugs (or at least 30 of them) can be relatively easily discovered by an analyst with an acceptable larger $K 2$, e.g., 50 . On the contrary, more than ten bugs are ranked after 50 for GCN, ReGCN and PM, and the number is eight for VGraph. Even worse, some bugs are ranked after one thousand, which will never attract the eyes of the analyst. We conduct a further study by taking the 31 bugs as the benchmark and calculating the recall rates of the six methods under different $K 2$. Fig. 9 shows the result. When $K 2=200$, the HSE method reports all the 31 bugs, HSE- reports $96.8 \%$ but all the other methods (graph or set matching) can only reach a maximum recall of $87.1 \%$.

We owe the better detection performance of HSE to the consideration of fine-grained semantic and structural information in the code graphs. Graph-level matching based methods mix the semantics and structures and generally lower down the distinguishability of dissimilar graphs. The set matching based methods, on the other hand, do not embed statements into vectors containing their semantics, making it difficult to identify the statements with similar semantics. Based on the above findings, we can claim that our approach can uncover more bugs when incorporating human efforts.

In addition, compared to HSE- that does not employ the attention mechanism to the message passing in candidate graphs, HSE has 12 ( $38.7 \%$ ) bugs ranking higher than HSE- and 13 (41.9\%) equally ranked (10/13 are top one). The remaining six bugs get lower rankings in HSE than in HSE-. We inspect those cases and find that some functions that look quite similar to the seed but without a bug are ranked higher when the noise is suppressed by HSE. However, such cases do not pose important impact on the result and the overall results illustrate the effectiveness of the attention mechanism on noise suppression.

Besides, most of the bugs get high rankings in the filtering phase. $24(77.4 \%)$ are ranked top $50,27(87.1 \%)$ are within top 100 and all are within top 1000. It demonstrates that, the VME-based candidate

Table 3: Experiment results with different $K 1$.

| $K 1$ |  | 1000 | 200 | 100 | HSE (w/o VME) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Recall |  | $100 \%$ | $96.8 \%$ | $87.1 \%$ | - |
| Time (s) | Phase 1 | 7 | 7 | 7 | 0 |
|  | Phase 2 | 11 | 4 | 4 | 290 |
|  | Total | 18 | 11 | 11 | 290 |
| Time Reduction |  | $94 \%$ | $96 \%$ | $96 \%$ | - |

filtering will not pose important influence to our optimal vertex matching method. With a proper $K 1$, nearly all bugs can be covered.

At last, our approach successfully detect a cross-project bug (bug \#30). Taking a bug in mruby as the seed, it matches a similar bug in ImageMagick, which proves that our approach has the ability of cross-project detection.

We also apply Fortify [10], one of the most prominent static analysis tools, on the target projects. However, none of the bugs detected with our proposed method can be found by Fortify. The main reason is that the performance of traditional static analyzers does depend on the priori knowledge about the bugs (detection rules). When there is no rule for a specific bug, it cannot be found by the analyzer. For the detected bugs in this paper, there are no corresponding rules in Fortify. It is demonstrated again that developing the match-based methodology is necessary.
4.2.2 Efficiency. Optimal vertex matching inevitably brings great time overhead. In fact, it takes 290 seconds on average to measure the similarity between one seed and all candidates without the filtering phase. The other methods, e.g., GCN, consume less than 20 seconds. Fortunately, candidate filtering by VME can dramatically reduce the number of candidates with a proper $K 1$ and thus significantly accelerate the similarity measurement.

It is notable that, different $K 1$ can affect the detection effectiveness and the efficiency. We have studied the influence of $K 1$ and put the result in Table 3. When $K 1=1000$, all the 31 bugs will be kept for the second-phase analysis that takes about ten seconds for optimal vertex matching. The filtering phase costs only 7 seconds and the total time cost ( 18 seconds) is reduced by $94 \%$. Smaller $K 1$, e.g., 200 or 100 , drops the recall but further speeds up the detection. Only 11 seconds are required, with a reduction of $96 \%$, illustrating a comparable speed with the other methods but in the meantime higher detection rate than others.

### 4.3 Case Studies

We examine two cases to demonstrate the advantages of considering fine-grained semantic and structural information and the attention mechanism respectively. Besides, we analyze the limitation of our approach with a negative example.
4.3.1 Fine-Grained Structure and Semantics. Fig. 10 shows two code snippets. One has a known bug (Fig. 10a) and the other (Fig. 10b) is reported by our approach. We refer them to main_1 and main_2, respectively, to ease our discussion. In main_1, line 5 allocates the memory that is used at line 7. If a failure occurs at line 7 , an error message is dumped and the function returns. A missing release causes memory leak. We can find similar logic in main_2, which calls different functions and requires a different release function.

Fig. 11 shows the seed graph (left, with noise removed) and part of the candidate graph (right). The whole-graph matching methods and set matching methods are affected by the noise and rank it far beyond top 25, e.g., 974th by ReGCN and 670th by VGraph. On the contrary, since our BERT model generates similar vectors for APIs with similar semantics, optimal vertex matching can succeed when the influence of the noise in the candidate can be suppressed as far as possible. Our HSE model ranks Fig. 10b the 21st.

Besides, although the memory leakage is a well-known bug type, the related memory allocation/release operations (i.e., sc_test_init and sc_test_cleanup) in this bug are application-specific. There are often not corresponding detection rules in the traditional static analysis tools, preventing the bug to be discovered.
4.3.2 Attention. Fig. 12 shows an example in gpac. A NULL pointer dereference may occur at line 8 in Fig. 12a. Using the code snippet as a seed, we find an unknown bug in Fig. 12b (\#18 in Table 2). The sanitized seed graph is very small, consisting of only a few lines. Many other statements are indeed noise in optimal vertex matching. For example, line 5 in Fig. 12a and line 5 in Fig. 12b should be exactly matched, while the corresponding vertex in the candidate graph has many noise neighbors. Among its 22 neighbors, 19 are noise. Without the attention mechanism, the vertex in the seed graph can hardly match the one in the candidate. In fact, HSE- ranks Fig. 12b the 75 th, which is potentially neglected by the analyst. HSE, on the contrary, ranks it the 17th, illustrating that the attention mechanism can help suppress the noise propagation in candidate graphs.

In fact, null pointer dereference is also a well-known bug type. However, the involved function gf_isom_get_esd and the type of origin_esd are also application-specific. Therefore, it is difficult for the rule-based methods to detect the bugs.
4.3.3 A Negative Example. As shown in Table 2, the HSE model has not achieved good results in all examples. For example, bug \#21 ranks only 61st with HSE. The function involved in bug \#21 is UpdateODCommand in gpac project, whose bug-related statements are shown in Fig. 13. In fact, line 5 in Fig. 13 should have matched line 5 in the seed function in Fig. 12a. However, because of the different key functions gf_list_enum and gf_isom_get_esd, they can not match successfully. The essential cause is that the BERT model cannot capture the similarity of the two key functions. But if we specifically generate data and train the model for the gpac project, UpdateODCommand will be ranked the 20th, because a specifically trained BERT model is of higher quality for the specific project.

## 5 DISCUSSION

### 5.1 Multiple or Single Project?

In this paper, we built the models by treating multiple projects as a whole. In fact, we can also do it for each single project, which can even achieve better detection results. Take gpac as an example. The bugs in Table 2 can all be ranked within top 25 by HSE, indicating less manual audit cost. At the same time, the experiment also shows that the efficiency can be improved 10 times by applying the twophase strategy to a single project.

The difference in modeling multiple projects lies in that the normalization is not sufficient due to the diverse naming habits across the projects, resulting in different distributions for corresponding

```
//file: src/tools/eidenv.c in OpenSC
int main(int argc, char **argv)
2 % int
    [...] // omit 13 lines
    r = sc_context_create(&ctx, &ctx_param);
    [...] // omit 4 lines
    r = util_connect_card(ctx, &card, opt_reader, opt_wait, 0);
    if (r) {
        fprintf(stderr, "Failed to connect to card: %s\n",
        sc_strerror(r));
        sc_release_context(ctx);
        return 1;
    }
    [...] // omit 27 lines
5 }
        fprintf
```

(a) The seed function with a known bug
16 }

```
```

```
//file: src/tests/p15dump.c in OpenSC
```

```
//file: src/tests/p15dump.c in OpenSC
int main(int argc, char *argv[])
int main(int argc, char *argv[])
{
{
    int i;
    int i;
    i = sc_test_init(&argc, argv);
    i = sc_test_init(&argc, argv);
    [...] // omit 6 lines
    [...] // omit 6 lines
    i = sc_pkcs15_bind(card, NULL, &p15card);
    i = sc_pkcs15_bind(card, NULL, &p15card);
    /* Keep card locked to prevent useless calls to sc_logout */
    /* Keep card locked to prevent useless calls to sc_logout */
    if (i) {
    if (i) {
        fprintf(stderr, "failed: %s\n", sc_strerror(i));
        fprintf(stderr, "failed: %s\n", sc_strerror(i));
        sc_test_cleanup();
        sc_test_cleanup();
        return 1;
        return 1;
    }
    }
        }
        }
/file: src/tests/p15dump.c in OpenSC
```

```
6 }
```

(b) A candidate function with a detected bug

Figure 10: An example in OpenSC.


Figure 11: Optimal vertex matching between main_1 (left) and main_2 (right). Some vertices in main_2 (right) are omitted.
corpus. Therefore, the quality of the BERT model and the vectors are affected. In the future work, we intend to investigate a better normalization technique that fits multi-project embedding.

### 5.2 Why Not Use Patches?

Patch involves very important information of a bug. Existing set matching methods [16, 47, 52] have leveraged patches to filter out the false positives. The idea does not work well in our approach. In practice, integrating the idea can lead to serious false negatives. We have carefully examined the causes and found that, existing approaches treat each element orthogonal while in our method, each vertex may contribute differently to the similarity metric. Therefore, the patch information is not suitable to be directly employed and integrating it is left as a future work.

### 5.3 Limitation on Bug Type

Theoretically, the bug detection method based on code similarity is suitable for any type of bugs. But in fact, our approach does better in detecting intra-procedural bugs than inter-procedural bugs. This limitation seems to be the essential disadvantage of bug detection methods based on code similarity measurement, because

```
//file: applications/mp4box/main.c in gpac
GF_Err HintFile(GF_ISOFile *file, u32 MTUSize, u32 max_ptime, u32
        rtp_rate, u32 base_flags, Bool copy_data, Bool interleave, Bool
        regular_iod, Bool single_group, Bool hint_no_offset)
{
    [...] // omit 93 lines
    esd = gf_isom_get_esd(file, i+1, 1);
    if (esd) {
    if (esd && esd->decoderConfig) {
        streamType = esd->decoderConfig->streamType;
        [...] // omit 79 lines
}
```

(a) Buggy HintFile

```
//file: src/media_tools/media_import.c in gpac
static GF_Err gf_import_isomedia_track(GF_MediaImporter *import)
    [...] // omit 63 lines
    origin_esd = gf_isom_get_esd(import->orig, track_in, 1);
    [...] // omit 16 lines
    if (mtype==GF_ISOM_MEDIA_VISUAL) {
        [...] // omit 7 lines
        if (origin_esd &&
        (origin_esd->decoderConfig->objectTypeIndication
        ==GF_CODECID_MPEG4_PART2)) {
        ==GF_CODECID_MPEG4_PART2)) {
        if (origin_esd && origin_esd->decoderConfig &&
        (origin_esd->decoderConfig->objectTypeIndication
        ==GF_CODECID_MPEG4_PART2)) {
        [...] // omit 334 lines
}
```

(b) Detected gf_import_isomedia_track

Figure 12: An example in gpac.

```
//file: src/scene_manager/loader_isom.c in gpac
static void UpdateODCommand(GF_ISOFile *mp4, GF_ODCom *com)
stat
    [...] // omit 12 lines
    while ((esd = (GF_ESD *)gf_list_enum(od->ESDescriptors, &j))) {
    while ((esd = (GF_ESD *)
        switch (esd->decoderConfig->streamType) {
        switch (esd->decode
            continue;
    [...] // omit 80 lines
}
```

Figure 13: The source code of UpdateODCommand.
most match-based bug detection methods only consider the feature of the implementation of a function. Li et al. [30, 33] propose a novel method to extract the context-based code representation for
the bug detection. The function is embedded not only based on its implementation (AST), but also its context in the PDG and DFG (Data Flow Graph). The introduction of the function context can greatly reduce the false positives when matching a given code with a known buggy one. The method presented by Li et al. extends the scope of the embedded information and improves the model performance. In theory, the method is compatible with our method, and can be directly integrated in our model. We plan to introduce the function context in our embedding model as done in [30, 33] to further improve the detection performance in the future.

### 5.4 Other Available Code Features

We measure code similarity based on code graphs which combine CFG and PDG. In fact, there are more features that can be utilized. The study [38] discusses the effectiveness of various graph-based representations in detecting off-by-one bugs. Experiments show that the heterogeneous graph is a good choice because it allows us to take advantage of the rich grammatical and semantic relationships between nodes and edges in AST. Our graph representation can also be converted to be heterogeneous by labelling the edges in CFGs and PDGs with their properties explicitly, such as the data dependence or the control dependence. In addition to using code as a query to retrieve bugs, there are some studies devoted to studying how to search code by a natural language query. For example, Gu et al. [26] embeds the code description (comment) and the source code into the same vector space for code searching, and Wang et al. [45] directly generate code description from user's query with reinforcement learning. We believe the code description is also a kind of beneficial knowledge for bug detection. How to properly bring the code description to our model is one of our future works.

## 6 RELATED WORK

### 6.1 Bug Detection Based on Code Similarity

Static code analysis techniques have proven to be very effective for bug detection. The mainstream approaches are rule-based [15, $18,24,27,34,35,42,43$ ]. Different from the rule-based scheme, the bug detection methods based on code similarity do not need rules for specific bug types. One of the most representative approaches is the vulnerability extrapolation method proposed by Yamaguchi et al. [49, 50]. In this approach, the API symbols [49] and AST [50] are chosen as features, and mapped into vectors to measure the similarity between functions.

It is also a natural way to represent code fragments as graphs and employ graph embedding techniques $[17,22,28,31,32,39,40,48$, 51]. For example, Feng et al. [22] encode the ACFGs of functions into vectors by clustering algorithm. Ji, Li, Xu, and Yu et al. [28, 31, 48, 51] embed binary code graphs through a Siamese graph neural network. Among them, BugGraph [28] presents a method to measure the source-binary code similarity. It first identifies which compiler is used to build an application. The target source code is compiled to binary with the same compiler. As a result, the source-binary matching can be done in the binary level graph matching.

These methods transform a whole code graph into a vector which contains the structure features of code, thus the code similarity can be measured effectively. However, sometimes a large number of
bug-irrelevant statements will be encoded into the whole-graph level vector, and interfere the bug detection results consequently.

There are also some researchers trying to address the noise problem. For example, Li et al. [52] and Xiao et al. [47] use slicing method to remove the noise statements in the seed. Besides, Li, Xiao and Benjamin et al. [16, 47, 52] measure code similarity based on set matching rate. Through slicing techniques and set matching, the noise problem can be alleviated. However, when the code are represented as a set of orthogonal elements, all or part of their structure information will be lost, and the different statements with similar semantics will be omitted while detecting bugs.

### 6.2 Vertex Matching

In this paper, we base our bug detection on optimal vertex matching. Vertex matching is actually an NP-complete problem [25, 46, 53]. Sometimes, people choose to ignore the edges in the graph directly and simplify it into a set matching problem, but the structure information of graphs will be completely lost in this way. Therefore, there are many studies devoted to finding approximate solutions. The matching problem is essentially a general quadratic assignment programming (QAP) problem [36], where we need to define an affinity matrix to record the first-order, second-order or even higher-order similarity between graphs. The quality of affinity matrix determines how much graph information the model can capture. In this paper, we base our vertex matching on the model proposed in [46]. Through the model we can get a learnable affinity matrix, which can better model the graph structure. The original model is designed to match two graphs of the same size. However, we need to match a small graph (seed graph) with a large graph (target graph) in our task, so we modify the model structure and design an asymmetric network with attention mechanisms to adapt to the asymmetric matching task.

## 7 CONCLUSION

In this paper, we propose a two-phase bug detection approach based on optimal code graph vertex matching. The noise propagation is suppressed through a seed-based attention mechanism and we accelerate large-scale optimal vertex matching by presenting a filtering phase, which leverages the vertex-matching-oriented embeddings to quickly filter the targets and leaves a limited number of candidates for fine-grained analysis. We have evaluated our approach on five real-world open-source projects and detected 31 bugs. The experiment has demonstrated that our approach outperforms the other matching-based methods in the effectiveness and achieves high efficiency due to the two-phase design.
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